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Collaborative Filtering (CF) Review

 What is Alice’s (a) rating (R) for Jane Ayre (j)
movie?

oo JA NE
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Collaborative Filtering (CF) Review

Average rating of Alice on all movies

R =v

a,/ a



Collaborative Filtering (CF) Review

Average rating of Alice

R, =V,+a)w(a,i)v, -V
=1

a,/

Adjusted by similar people’s ratings on Jane Ayre



Collaborative Filtering (CF) Review

Similarity of Alice How much does user i like
to useri Jane Eyre more than
other movies?

R, =V,+a)w(ai)v, -V
=1

a,/



Collaborative Filtering (CF) Review

* Predict user ratings on items
* Using the opinions of other (similar) people

M1 M2 M3 M4 M5

ur | ? ? ? 5 ?
u2 | ? ? ? ? 4
us | 3 ? ? ? ?
us 4 ? 5 1 ?

Look Similar!
Uus ? 4 4 1 ?
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More Advanced Approaches to CF

* Dimensionality Reduction Algorithms

— Matrix Factorization Methods such as Singular Value
Decomposition (SVD), SVD++, Factorization Machines,
etc.

* Probabilistic Methods

— Such as Latent Dirichlet Allocation (LDA), Author-Topic
Models, Gaussian Processes, etc.

e Other Approaches such as Matrix Completion
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Matrix Factorization

* Any familiar names?

— SVD, PCA, matrix factorization, spectral
decomposition, eigenvalue decomposition

e Factorizing a matrix to products of lower
dimensional matrices

— Represent a big matrix with two smaller matrices

* Which one takes more memory: a 10 x 6 matrixora 10 x 3
matrix and a 3 x 6 matrix?

— Create a common latent space that captures the
similarity between features



Users

Factorization Mostly Used in
Recommender Systems

R(mxn) P(mxk)Q(kxn)

ltems (Movies)

Factors ltems (Movies)
M1 | M2 M3 M4 M5
1 0 2
ur | 5 5 1 8 3 T 11 o 5 3 |1 4
U2 5 3 2 4 5 » 2
= ¢g- 0 0 4 X0 0 1 0
Uus | o 4 0 8 0 - ._‘._%
2 3 0
Uusa | 10 | 6 5 8 | 12 0 11102
1 0 0

U5 5 3 1 4 3



Matrix Factorization Techniques

e Recommendation Goal: to fill in the unknown
values of R

with the existing ratings in the matrix

M1 M2 M3 M4 M5

u1 ? 2 ? 5 2
u2 3 4 ? ? 4
U3 3 ? 3 ? 4
ua | 4 ? 4 1 ?

U5 ? 4 4 1 ?



What does it mean “consistent”?

e Some users are more similar to each other

M1 M2 M3 M4 M5

Ul ? 2 ? 5 2
U2 3 4 ? ? 4
U3 3 ? 3 ? 4
U4 4 ? 4 1 ?
U5 ? 4 4 1 ?



What does it mean “consistent”?

* |tems can also be similar to each other

| | ¢

M1 M2 |\:3 M4 M5
Uil ? 2 ? 5 2
2 3 | 4 ? ? 4
U3 3 ? 3 ? 4
us | 4 ? 4 1 ?
us ? 4 4 1 ?



What does it mean “consistent”?

* How about interaction of users and items?

— There is a common factor (latent feature)
between “The Matrix” and “Inception” that users
either like them both or not like them at all.

|

M1 M2 M3 M4 M5

u1 ? 2 ? 5 2
u2 3 4 ? ? 4
u3 3 ? 3 ? 4
usa 4 ? 4 1 ?

U5 ? 4 4 1 ?



What does it mean “consistent”?

e number of factors < number of users
e number of factors < number of items

(WHY?) | T

u1 ? 2 ? 5 2
u2 3 4 ? ? 4
us 3 ? 3 ? 4
us 4 ? 4 1 ?
Us ? 4 4 1 ?



Matrix Factorization Techniques

e Matrix Factorization can be used to discover
interactions between users and items

— With help of latent features (factors)

| —

M1 M2 M3 M4 M5

u1 ? 2 ? 5 2
u2 | 3 4 ? ? 4
us | 3 ? 3 ? 4
ua | 4 ? 4 1 ?

U5 ? 4 4 1 ?



Matrix Factorization Techniques

* Discovering latent features -> predicting a
rating of a certain user on a certain item
(WHY?)



Some Math for Matrix Factorization

A set U of m users, and a set D of n items
R of size m x n: the rating matrix
We want to discover k latent factors

Goal: to find two matrices P, ., and Q,, such
that their product approximates R

n

R ~PQ =R



Some Math for Matrix Factorization

* P:the strength of the associations between a
user and the features

* Q: the strength of the associations between
an item and the features.

n

R ~PQ =R



How to predict user ratings?

* To get the prediction of a rating of an
item d; by user u;

R ~PQ

k
i = p,.qu - EP,-K%-
K=1



Users

Example

* What is the rating of user U, on movie M,?
Kk

= P14, = Y Pyl
K=1

Ul

U2

U3

oz

U5

M1

ltems (Movies)

M2

5

3

M3

1

2

0

M4
8
?

8

M5

Users

RN N

= N O

Factors

o  w ol = | O

ol o | O N

ltems (Movies)

3 1 4
O 1 0
1 0 |2
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Users

Example

* What is the rating of user U, on movie M,?

ltems (Movies)

Factors ltems (Movies)
M1 | M2 M3 M4 M5
1 0 |2
Ul ? 5 1 8 3 5 3 1
uz | s | 3 | 2 o o
<0 0 4 X8 0 0 1
U3 0 ? 0 - ©
2 3 O
U4 ? 6 5 ? ? 0 1 0
1 0 O
us 5 3 1 ? 3
R P Q'
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Example

* What is the rating of user U, on movie M,?

k
i = piqu - EpquKj P, 1 1 0

K=1

3
loa = p2Tq4 - Eszqm g
K=1

=Py 414 T P05, +Py345,
=1x4+1x0+0x2

=4



Users

Example
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Users

Activity

* What is the rating of user U, on movie M,?
k

= P14, = Y Pyl
K=1
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Users

Activity )
~ T
f=pq, = ;p,KqK,

| r,, =0x3+0x0+4x1=4
ltems (Movies) 2,4
Factors ltems (Movies)
M1 M2 | M3 | M4 M5
1 0 2
ul ? 5 1 8 3
1 1 0 > 4
uz | s 3 | 2  ? |5 o %
O
u3 8 0 D ©
uad ? ? 2 3 0 0 2
1 |0 0
us 5 3 1 ? 3
R P Q’
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How to obtain P and Q7

* One way: Gradient Descent method

— Initialize the two P and Q matrices with some
values

— Calculate how " their productis to R
— Try to minimize this difference iteratively

. error between the estimated
rating () and the real rating (r)



How to calculate the error?

e The common error calculation for each user-
item pair:

* Why do we use squared error?



How to obtain P and Q? (Cont’d)

* We should minimize the error in each
iteration
— Which direction to go?
* Increase the values or decrease them?

— How much to go?

* Decide based on the gradient at the current
values



Sherry Sahebi

Error

Gradient Descent

The Minimum

Advanced Recommender Systems

We are here
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Gradient Descent

Error

Slope of Tangent
= Gradient

Here: gradient >0

The Minimum P
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Error

Gradient Descent

Move towards negative of gradient

Move towards smaller p with constant jump o
Have less error

Get closer to minimum error

The Minimum



How to obtain P and Q? (Cont’d)

* Differentiate the error based on p and g

Jd
a—e,.j =—2(r, - )(qkj) _zeijqkj

eijz' =$r}j2_ ,:;)2 = (r'j _Zlequ)z

&= -7 )(p,) - 7Ze.p,

 Update p and g values

!/

9 g 2
Py =Py — & 9P e =Py~ aequ/
ik

Jd -
e =q, -2ae.p.
aqkj ij ki " ik

'
qkj _qkj_a



The final Algorithm

1. |Initialize the two P and Q matrices with random values

2. Calculate the error of data
k
=29 1= 2, Puclig)’
u; ol ! u; ol ! K=1

Jrig Jrig

3. If reached the stop criterion
—  Stop

4. Otherwise
— Update P and Q values and return to step 2

/ d 2 2
Pi = Pi ~ age/j =Py —4a€q,
ik

! J 2 2
Q=9 ~ ageij =4, —<a€;P,
Kj



Note

 We should give the number of latent features
(k) as an input to the algorithm.

— Usually found by cross-validation over evaluation
dataset



The final Algorithm - Problems

* Can over-fit
— Not generalizable enough

* Does not consider user and item biases
— Alice is picky: always rates lower than other users

— The Godfather is a good movie: average rating is
higher than other movies

— Most of the ratings are 3 or higher in our data



The final Algorithm - Solutions

* Can over-fit
— Not generalizable enough
— Solution: the error

* Does not consider user and item biases
— Alice is picky: always rates lower than other users

— The Godfather is a good movie: average rating is
higher than other movies

— Most of the ratings are 3 or higher in our data
— Solution: consider to estimated rating



Regularization

* To avoid overfitting

e Add some factors to the error to control the
values of P and Q

— Only allow some important factors to have value
bigger than zero

02 = (1, - Spuae) + 8P + o
K=1 K=1



Adding Biases

* Include user and item biases in estimated
rati ng deviation of item i

overall average rating deviation of user u

r, =/,L+bi+bu+piqu

e/ =(r,—u-b-b,-p/q,) +/3(HPUHZ +Hqu2 +b; -b,)
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Probabilistic Methods - LDA

* Origin from information retrieval

 Each document consists of multiple and
each word in the document represents one of

those topics



Topics

gene 0.04
dna 0.02
genetic 0.01
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LDA-An Example

Topic proportions and

Documents )
assignments

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK— “are not all char far apare.” especially

How many genes does an/Bigaiism nced 1o comparison to the 73,000 cenes o the hu
suEed Last week ar the genome meeting sagne. notes Siv Anderssop ety
here.™ two genome researcherswith radically - Universiey in S0 arrived ars
different approaches presented complemen- | 8002 . but coming up with g oo

tary views of the basic genes needed for life: sus answer may be more than just oy 1
One research team, using computer analy numbers messagciicularly nore god
ses to compare known genomes, concludad  more genomes are g < o] N
that today's OTSRIESINS Can be sustained with -nun:n;ni. “le may be a way of organisy
just 2530 wenes, and that the carliest life forms— any newly sequenced penome,” explains
required a mere 128 penes. The _— Arcady Mushegian, a computational mo
other researcher mapped senes 7 ™ lecular biologist at the Nati

ina simple parasite and esu
mated that for this organism, |
SO0 genes are plenty todo the |

job—but that anvthing short 1\,

of 180 wouldn't be enough. \, a ~igme ~122 genax 2
Although the numbers don “ | szowes EiT -
h precisely. those ipred Mysoplosny — 0 Mrived RS
match precisely, those prodictions pra ey . qenes s =
e e
* Genome Mapping and Sequenc- ——
ing, Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-
May 810 12 mate of the minimum modermn and ancient genomes

SCIENCE o VOL. 272 o 24 MAY 1996
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LDA-An Example

* Suppose we have these sentences
— | like to eat broccoli and bananas.

— | ate a banana and spinach smoothie for
breakfast.

— Chinchillas and kittens are cute.
— My sister adopted a kitten yesterday.

— Look at this cute hamster munching on a piece of
broccoli.

 We want to discover 2 topics for them.



LDA-An Example

| like to eat broccoli and bananas.

| ate a banana and spinach smoothie for breakfast.
Chinchillas and kittens are cute.

My sister adopted a kitten yesterday.

Look at this cute hamster munching on a piece of broccoli.

s W e

Sentences 1 and 2: 100% Topic A
* Sentences 3 and 4: 100% Topic B
* Sentence 5: 60% Topic A, 40% Topic B

*  Topic A: 30% broccoli, 15% bananas, 10% breakfast, 10% munching, ... (at
which point, you could interpret topic A to be about food)

*  Topic B: 20% chinchillas, 20% kittens, 20% cute, 15% hamster, ... (at which
point, you could interpret topic B to be about cute animals)

Sherry Sahebi Advanced Recommender Systems 48



How does LDA do that?

* Consider a machine that represents
documents as mixtures of topics that spit out
words with certain probabilities

Sherry Sahebi Advance d Recommen der Systems
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How does LDA do that? (Cont’d)

— Decide on the number of words N the document will
have (say, according to a Poisson distribution).

— Choose a topic mixture for the document (according
to a Dirichlet distribution over a fixed set of K topics).

* E.g. choose the document to consist of 1/3 food and 2/3
cute animals.

— Generate each word w; in the document by:

* First picking a topic (according to the distribution that you
sampled above; e.g. pick the food topic with 1/3
probability).

* Using the topic to generate the word itself (according to the
topic’s multinomial distribution). E.g. generate the word
“broccoli” with 30% probability



How is LDA related to recommender
system?

* CF Analogy: Each user is interested in multiple
topics and each item in user profile represents
one of those topics
— Alice is interested in crime and drama
— “The God Father” is 50% crime and 50% drama

— “Casablanca” is 40% drama, 30% war, and 30%
romance

— Alice likes “The God Father”, and “Casablanca”

Sherry Sahebi Advance d Recommen der Systems 51



Graphical Representation of LDA

Topics Dist. for Item (movie/book)

= 7

Q/}( > M </—Set of All Users
y 0 } Z wooN
M

Dist. Over Topics // /"‘
Topics Dist. for an ltems
ltem/User of User
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Graphical Representation of LDA

* Draw topic/category proportions: Dirichlet(a)
e Category: Genre for movies, topic for books, ...

18- 17 c
124 O
] <
0 ttem 1 ttem 2 ttem 3 B Q
Dist. Over Topics
OFO+0—@
0

o Z w N

B tem

Romance |=
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Graphical Representation of LDA

* For each user:

— Draw a topic/category z for user from its own
“““““““ [ Uover topics: Mult(§))

—
=
—
—
-—
=
. =
-—
-

Romance
":’aon

Draw One Topic

Dist. Over Topics i

o 0 Z Y
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* Draw an item: Mult(z,,,B,;,)

Topics Dist. for
ltems

Drama
4 3]

' The Great Gatsb

 Fight Club |

'God Father

AAAAAAAA
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Probabilistic Methods - LDA

p(W|Wobs) = /2p(w-'\z)p(zI9)p(6|wobs)d9\

Advance d Recommen der Systems
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How to Learn Parameters?

e Collapsed Gibbs sampling

* Go through each document, and randomly assigh each
word in the document to one of the K topics.

 To improve on topic assignments, for each document d

— Go through each word w in d (assume that all topic
assignments except for the current word are correct)
» for each topic f, compute:
— 1) p(topic t | document d) and
— 2) p(word w | topic t).

— Reassign w a new topic (topic t with probability p(topic t | document d) *
p(word w | topict)

— Repeat the previous step till you reach a stable assignment



Note

 We should give the number of topics as an
input to the algorithm.

— Usually found by cross-validation over evaluation
dataset
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Cross-Domain Recommender Systems

e Current research studies on recommender
systems: single-domain recommendations

* Commercial systems such as Amazon, Google
Play: more than one domain of items: books,
movies, perfumes, etc.

e Cross-Domain Recommendations: Item
recommendations in a multi-domain
environment



Cross-Domain Recommender Systems

* How can cross-domain recommenders help?

— provide the relationship between two sets of
items from various domains.

— provide extra information about the new users of
a target domain (targeting the cold-start problem)

— Increase serendipity and novelty in results



Cross-Domain Recommender Systems-
Domain

e types of items (e.g. movies vs. books) or groups of similar
items with common characteristics (e.g. movies vs. TV
shows)

e system domains: different datasets upon which the
recommender systems are built

e data domains: different representations of user
preferences, which can be implicit (e.g. clicks, purchases) or
explicit (e.g. ratings)

 temporal domains: subsets in which a dataset is split based
on timestamps



Cross-Domain Recommender Systems-
Task

* U,, Ug: sets of users in domains A and B

* J,, J;.sets of items with “characteristics” (user

preferences and item attributes) in the domains
A and B

* Exploit knowledge about users and items in the
source domain A for improving the quality of the

recommendations for items in the target domain
B

* Making joint recommendations for items
belonging to different domains, i.e., suggesting
itemsinJ,UJgtousersin U, U U,.



Cross-Domain Recommender Systems-
Types of Explicit Relations

* No overlap
UnNUu,=rJd,NJd, =T
* User overlap
unu,=o
* Item overlap
JNJ, =
* Full overlap
UNU,=Ond, N, =D



Cross-Domain Recommender Systems-
Types of Explicit Relations

e Content-based relations

— Both item and user content is described as a set of
features F={F,, F,,..., F,} (content, tags, etc)

— an overlap between the domains A and B occurs when
F,NF, =J
* Collaborative Filtering-based relations

— Building joint matrices to achieve relations between
items and users

* Other relations
— Other features such as time, user mood, etc.



Cross-Domain Recommender Systems-
Collaborative Filtering-based relations

Books (Auxiliary Movies (Target Domain) Cross-Domain Profiles
Domain} Profiles Prolfiles .
| | [ \ f 1
] I
!
P 2 g
£ 5 E g €5
@ © ©
=S =S =3 |
5 Bl 2
-0 = 3 — — 1 ol g"
-2 Y Y '_Y_'
C;o":t' Evaluation Evaluation
ta Profiles Profiles
Profiles
Sherry Sahebi
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Cross-Domain Recommender Systems
- techniques

* integrating and exploiting explicit user
preferences distributed in various systems

* recording user behavior and actions aiming to
learn user preferences, and use them for

generating joint recommendations on
multiple domains

e combining recommendations from different
domains to build a single system



Cross-Domain Recommender Systems
- techniques

e adaptive models: exploit information from a
source domain to make recommendations in a
target domain

* collective models: are built with data from
several domains and potentially can make
joint recommendations for such domains



Cross-Domain Recommender Systems
- evaluation

e Methods

— varying the sparsity level in the data
— varying the degree of overlap between domains

* Measures
— Rating-based: MAE and RMSE

— Ranking-based: Precision, Mean Reciprocal Rank,
F-measure, etc.

— novelty and diversity metrics



* Do you want to have a project in cross-domain
recommender systems? Email me:

sahebi@cs.pitt.edu
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Collaborative Filtering (CF) Review

* P, Predicted rating of user a on itemj
* V,: Average rating of user g
* V, : Rating of user i on item j

* W(a,i): Similarity between users a and i

n
P, =V, +a Yy w(aiv,; -V
i=1



Dimensionality Reduction Algorithms -
SVD

 Map item space to a smaller number of
underlying “dimensions”

* Building a new orthogonal space based on the
old space dimensions



Dimensionality Reduction Algorithms -
SVD

* Groups items into similar sets
* Decomposes the rating matrix into 3 matrices:

R = F )\/(kxk)Q(kxn)

(mxn) (mxk

Rating Latent
Matrix Space
Factors

User Matrix in

Latent Space ltem Matrix in

Latent Space



Dimensionality Reduction Algorithms -
R SVD

P
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Dimensionality Reduction Algorithms -
SVD

* Gives user-factors vector (p,) and item-factors
vector (q))

— b, and b;: the observed deviations of user u and
item i, respectively, from the average

— u: Overall
average rating

r =M+bu+b,.+p;qi



